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2Generative AI (terminology)

Gen AI is the set of models able to 
generate content.

Large Language Models are 
the set of models designed 

for human language.

Foundation Models are the 
fundamental models behind most 

LLMs.

GEN AI

LLM

FM
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Reddit and Twitter changed their API policies to profit from mass scale 
access.

LLM-based bots are taking over social media.

Generative AI is making an impact
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Given how pervasive LLM-based bots are in today’s Internet, preserving
privacy has become a crucial matter. 

Generative AI is making an impact (2)
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Generative AI Models are trained with a gargantuan amount of 
unlabeled text.

Wikipedia, Reddit and Twitter are 
examples of text sources.

The models learn from the text, possibly memorizing information.
This information could include sensitive or personal data.

Privacy and Security Concerns



6Example: Enron Email Dataset
The Enron Email Dataset is a large collection of e-mails sent between
Enron employees.
All personal information, including names and email addresses, are 
uncensored.

Often used to generate social graphs
It can also be used to fine-tune or train
Generative models.

Ref: https://www.cs.cmu.edu/~enron/

https://www.cs.cmu.edu/~enron/


7Example: Enron Email Dataset (2)
The Enron Email Dataset is part of the Pile dataset, which is used to 
pretrain the GPT-Neo family models.

As such, by querying GPT models with appropriate prompts, we can 
potentially extract data from the emails contained in the dataset.

Zero-shot prompting means asking GPT the questions directly; 5-shots 
prompting means giving it 5 examples before asking the question. 

Ref: https://arxiv.org/pdf/2306.11698

https://arxiv.org/pdf/2306.11698


8Example: Enron Email Dataset (3)

Ref: https://arxiv.org/pdf/2401.05561

ChatGPT discloses the full 
name and email 2 out of 3 

times with prompt C.

https://arxiv.org/pdf/2401.05561


9Example: Enron Email Dataset (4)

Ref: https://arxiv.org/pdf/2401.05561

Llama, built my META with 
privacy as a goal, always 

refuses to answer, even with 
prompt C.

https://arxiv.org/pdf/2401.05561
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LLAMA is specifically trained from scratch to preserve privacy.
However, we can also condition trained models to forget some of the 
things they learned.

What to do?

Definition:

Given a trained model M and a subset of the training data Df that we 
want to remove, Machine Unlearning involves transforming M into a new 
model M’ such that M’ behaves as if it had never been trained on Df. 

Ref: https://arxiv.org/pdf/2305.06360

https://arxiv.org/pdf/2305.06360


11Gold model

Definition:

A theoretically perfect accuracy Df = 0 is not necessarily ideal. The ideal, 
instead, is to match the performance of a model retrained from scratch 
that has never seen Df. 
This is referred to as the gold model.

Ref: https://arxiv.org/pdf/2308.07707

https://arxiv.org/pdf/2308.07707


12Machine Unlearning

Model M

Data to forget
Df

Input

Machine 
Unlearning 
Algorithm

Method

Model M’ that 
behaves as if it 
had never seen 

Df

Output

Ref: https://arxiv.org/pdf/2305.06360

https://arxiv.org/pdf/2305.06360
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Ref: https://arxiv.org/pdf/2305.06360

You might have noticed that almost all
references are recently published arxivs.

https://arxiv.org/pdf/2305.06360
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Machine Unlearning is a rather new and unexplored area.
However, early results are promising, and potential applications are 
countless.

Machine Unlearning (2)

Ref: https://arxiv.org/pdf/2305.06360

Machine
Unlearning
Techniques

Data Manipulation

Model 
Manipulation

Gradient-based
Model Editing

Model 
Replacement

…

https://arxiv.org/pdf/2305.06360
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Data Manipulation techniques are those methods that work on the 
dataset to obtain the desired output.
For instance, we could re-label the samples of the Forget Set with 
wrong labels to confuse the model on those instances.

Data Manipulation

Sample 1 0

Sample 2 9

Sample 3 3

Sample 4 5

Sample 5 2

} We change the labels of the samples
in the forget set Df.



16Data Manipulation (2)
Sample 1 0

Sample 2 5

Sample 3 2

Sample 4 4

Sample 5 2

} We change the labels of the samples
in the forget set Df.

However:

1. This method implies some kind of re-training on the altered data.
2. We are not sure the prediction of the model is going to change.
3. We are also not sure if it impacts the model in some other way.



17Model Editing - Examples

Ref: https://arxiv.org/pdf/2308.07707

Synaptic dampening is a 
novel method that
reduces the weights of the 
parameters that are
specialized towards
samples to be forgotten. 

Based on the Fisher Information Matrix.
Df,i is the i-th element of the diagonal
of the Fisher Information Matrix, which
gives us the importance of each
parameter.

https://arxiv.org/pdf/2308.07707


18Model Editing – Examples (2)

Ref: https://arxiv.org/pdf/2308.07707

If the value of Df,i is greater than the value in D,i (the remaining data) 

Then we dampen the weight of the parameter of a factor β.

β is the ratio over those values, 
conditioned by a factor alpha.

https://arxiv.org/pdf/2308.07707


19Model Editing – Examples (3)

Ref: https://arxiv.org/pdf/2308.07707

Some of the results shown in the paper are:

We compute the accuracies
on the forget set and the 
remaining set separately.

We also need to compute 
how much Membership 
Inference Attacks will be 
effective.

The main goal is being faster
than retraining.

https://arxiv.org/pdf/2308.07707


20Model Editing – Examples (4)

Ref: https://arxiv.org/pdf/2110.11309

To handle Generative AI models with billions of parameters, we need
large scale model editing techniques. 
For instance, MEND uses MLPs to transform gradients into parameter
updates. They are trained to modify model weights.

https://arxiv.org/pdf/2110.11309


21Other applications

Ref: https://arxiv.org/pdf/2110.11309

We can apply Machine Unlearning techniques, by definition, to any
general model trained on some dataset.

This includes, among others, generative AI models.

Since they are the most expensive to train, Model Editing applied to 
Gen AI models is especially interesting.

https://arxiv.org/pdf/2110.11309


22Future Directions

Formal framework definition

Improved Data Manipulation techniques

Application to other domains (Graphs, for instance)



23Future advanced directions

Game-theory based privacy preservation (Model provider vs Data 
provider)

Federated Unlearning



24Main Takeaways

However, the models are so big that re-training is not an option.

Privacy concerns from Gen AI models, and new legislations, require 
us to control the model’s output in a more fine-grained way.

Machine Unlearning is the task of “forgetting” something that the 
model had already learned.



25Main Takeaways

Most approaches either manipulate data or the models’ weights.

It is a new, emerging area, expanding in several directions.

There are several areas still open for investigation. 



Thank you for your attention


