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ABSTRACT

Bias in real-world applications and machine-learning systems leads
to inequitable outcomes and perpetuates disparities. Traditional
methods often fail to capture bias complexities fully. We introduce
a novel use of the ROC curve to analyze classifier performance
across subgroups, offering a more detailed understanding of bias.
Validated through a case study on the Italian academic system, our
approach effectively evaluates gender disparities in career progres-
sion. Our contributions include an innovative ROC curve applica-
tion, practical validation, and a framework for enhancing fairness
and inclusivity in decision-making processes.
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1 INTRODUCTION

Bias is a significant issue with implications both in real-world appli-
cations and machine learning systems. Whether in human judgment
or machine learning algorithms, bias can lead to inequitable out-
comes and perpetuate existing disparities. In real-world contexts,
biases can manifest in various forms, such as racial, gender, or
socioeconomic biases, influencing hiring, lending, and law enforce-
ment [3]. In machine learning, biases in training data or algorithmic
design can result in models unfairly disadvantaging certain groups
[26]. Addressing these biases is critical for developing fair and ethi-
cal Al systems that align with societal values [19] as those stated
by the UN Sustainable Development Goals 5 and 10 [33].
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The existing quantitative methods, such as accuracy metrics or
confusion matrices, are insufficient to fully capture the complexity
of the problem. They often fall short of revealing the nuanced ways
in which bias can affect model performance [8]. These methods
typically provide aggregate measures that overlook the differential
impact on subgroups. For instance, a model might perform well
overall but still exhibit significant disparities in performance across
different demographic groups. Hence, there is a need for more tools
and methodologies that can capture the multifaceted nature of bias
and its implications in machine learning [9].

Therefore, in this work, we employ Receiver operating char-
acteristic (ROC) curves in an innovative manner to enhance the
understanding of the algorithmic foundations of a classifier. The
ROC curve is a well-established tool for evaluating the performance
of binary classifiers, plotting the true positive rate against the false
positive rate at various threshold settings [15]. Our intuition is
that by examining the ROC curves across different subgroups, we
can identify and analyze disparities in model performance. This
approach provides a more granular understanding of how bias man-
ifests and offers a pathway to developing more equitable machine
learning models [10].

As a case study, we analyzed data from the Italian academic
system, focusing on the progression from researcher to associate
professor and from associate to full professor. This analysis aims to
evaluate the effectiveness of our innovative use of the ROC curve
in detecting and addressing biases in real-world scenarios. The
Italian academic system provides a pertinent case study due to its
well-documented gender disparities and other biases in career pro-
gression (see Section 2). By examining the transition rates between
academic ranks, we can identify patterns of inequity that may be in-
fluenced by systemic biases. Moreover, we show how our approach
can also be adopted to evaluate the impact of a debiaser (namely,
DEMYV [14]) in a more granular way. This practical case highlights
the utility of our approach as an empirical tool for evaluating and
addressing biases. Our contributions can be summarised as follows:

e Framework for Equity: we depict a methodological frame-
work to critically assess and improve their decision-making
processes, promoting fairness and inclusivity;

e Novel use of ROC Curve: we introduced an innovative appli-
cation of the ROC curve to detect and analyze algorithmic
biases, providing a more granular understanding of bias man-
ifestation in machine learning classifiers;

e Real-World Application: we validated the practical utility
of the proposed approach by applying it to a real-world
scenario, showing its potential as a tool for evaluating and
addressing biases in various contexts.
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The paper is structured as follows: in Section 2, we go over
the technical-related works and the studies on bias in academia.
In Section 3, we detail our proposed methodology for the visual
evaluation of algorithmic bias. Then, in Section 4, we specify our
experimental settings for the experiments we conducted and for
which we visualize results in Section 5. Lastly, in Section 6, we draw
our data-driven conclusions.

2 BACKGROUND KNOWLEDGE AND
RELATED WORK

In this section, we review related works, organized into two sub-
fields. First, we discuss technical-related works and concepts. Then,
we examine studies on bias in academic systems, which form the
foundation of our case study.

Technical Related Works. There are several bias metrics commonly
used to evaluate gender disparities, such as the Demographic Par-
ity[13], Equal Opportunity[22], and Disparate Impact[16]. In this
study, we adopt the Disparate Impact as a quantitative measure
to measure the bias present in a dataset since it does not need to
rely on any predictor. This makes it a robust and versatile metric
for identifying and addressing bias in various contexts. Several
methods for decreasing the intrinsic bias of a dataset exist. In this
work, we make use of DEMV [14], a debiaser for multiple variables
that operates on the dataset rather than learning models.

The ROC curve[15] provides a visual tool to assess the perfor-
mance of machine learning models - particularly in binary classifi-
cation tasks - enabling the data scientist to make informed decisions
on model selection and threshold settings.

Related Works on Bias in Academics. To better understand the cur-
rent academic landscape, we conducted a Systematic literature
review focused on those works that lie in the intersection of algo-
rithmic bias and Learning Systems. To do so, we follow the workflow
depicted in Fig. 1 by collecting works obtained by searching Google
Scholar for the queries reported in Figure 2. We focus primarily on
Italian works because they operate within our study’s career ad-
vancement framework. However, for completeness, we also include
studies on foreign educational systems to broaden our perspective.
Specifically, we include articles related to the recruitment, promo-
tion, and productivity level of academic staff, i.e., full professors,
associate professors, and researchers. We do not include articles
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pertaining to specific faculties or the gender bias present in the
general working world.

e Q1: "Gender bias in academic recruitment"

e Q2: "Italian academia gender discrimination”

e Q3: "Women’s success in faculty recruitment”

e Q4: "Women’s faculty equity in academia"

e Q5: "Gender in career advancements in Italian universities"
e Q6: "Academic promotions gender discrimination”

e Q7: "Gender bias in selection processes for professors”

e Q8: "Impact of bias in faculty recruitment”

e Q9: "Gender differences in the Italian academic system"

e Q10: "Gender discrimination and promotion in academia"
e Q11: "Impact of gender and family factors in productivity”
e Q12: "Female representation in academic institutions"

Figure 2: Queries adopted for the literature review.
After the collecting and selection phases, we classified the literature
by focusing on four main aspects: Reference Context, Purpose of the
study, Used Data, and the Adopted Methodology.

In the Reference Context, there are the works [1, 2, 5, 11, 17, 20, 25,
27, 28] which deal with problems inherent to gender bias in Italian
university institutions. While, works as [4, 6, 7, 21, 23, 24, 32, 34]
focus on the study of gender bias in foreign universities such as
those in the Nordic regions, or Germany, Austria, Switzerland,
United States, Australia and Scotland. And works as [18, 29-31]
concern generic studies in the field that are not related to a specific
university. The Purpose of the studies can be organised in two main
categories. Those which analysing recruitment issue [2, 4, 6, 7, 20,
21, 28-31], and those interested in career promotion[6, 27, 32]. For
the Source Data, there are papers that works on public data [7, 17,
18, 20, 21, 23, 28, 28, 29, 31] - mainly from the MIUR database - and
those [1, 2, 4, 5, 25, 30, 32] that used private data. The core part of
our review focused on understanding which are the typical Adopted
Methodologies. There are works that use Descriptive statistics [5,
20, 21] which analyse the percentages of males and females across
career stages and institutions, means, standard deviations, min,
max, or comparisons using t-tests between men and women. We
classified under the umbrella of Statistical analysis those works
[28, 34] that investigate gender inequality using different types of
regressions, such as OLS regressions, multiple logistic regressions,
and multilevel logistic regressions. Lastly, there are those works [7,
31] in which Qualitative analyses were carried on through surveys,
questionnaires, and interviews involving all levels of academic staff.
Table 1 summarises the aforementioned classification in one place.

In summary, research consistently shows that gender biases disad-
vantage women in academia, negatively impacting their promotion,
productivity, and recruitment negatively. Reforms have addressed
this issue, but barriers remain despite women’s comparable produc-
tivity.

3 FRAMEWORK FOR EQUITY

In this section, we detail the methodology that we propose as a
Framework for Equity. The Framework for Equity consists of the
following steps as depicted in Figure 3:

Selection of the Best Predictor. In the first phase, we rigorously
evaluate (e.g., 10-fold cross-validation) various predictive models to



Towards a Novel Visual Evaluation of Algorithmic Bias

Context Purpose Source Data Methods

Paper  Italian Recruitment Promotion Public Statistical Descriptive Qualitative
B2] X X X
[34] X X X
[31] X X X X X
[18] X X X
[4] X X
1] X X X
[21] X X X X
[27] X X X X X

[2, 28] X X X X X

[11,17] X X X X
[25] X X X X

[6, 29] X X X
[30] X X X
[20] X X X X X
[5] X X X X
[7] X X X
[23] X X X
[24] X X

Table 1: Summary of the Analysis of the Literature.
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Figure 3: Overview of the Framework for Equity

identify the best-performing algorithm for the specific use case. This
involves assessing models based on accuracy, precision, recall, and
other relevant metrics, such as the ROC curve. The chosen predictor
should demonstrate high overall performance while applying to
the context of the conducted study.

Visual Evaluation of Biases. After selecting the best predictor, we
visually evaluate biases present in the predictions. This is achieved
by creating specialized versions of the ROC curve, segmented by
sensitive variables such as gender, race, or socioeconomic status.
These subgroup-specific ROC curves are plotted alongside the orig-
inal ROC curve, enabling the researcher to identify which and how
minority groups underperform, indicating biased behavior from
the model. This approach works best for binary-sensitive variables
but can be easily extended to multi-class cases using the one-vs-all
approach (training a binary classifier for each class).

Debiasing. In the third phase, we apply debiasing techniques to the
dataset. This can involve reweighting, resampling, or adjusting the
decision thresholds to reduce bias. The goal is to mitigate the iden-
tified disparities without significantly compromising the model’s
overall performance.

Validation of the Best Predictor. According to the adopted debiasing
techniques, it may be necessary to validate the predictor model to
confirm that it performs best. If the prior results are not confirmed,
it will be necessary to reapply the methodology used in the selec-
tion phase of the best predictor. This might involve re-evaluating
different algorithms, tuning hyperparameters, or exploring alter-
native models to ensure the predictor achieves high accuracy and
consistent performance.

Visual Analysis and Comparison. Finally, we conduct a comprehen-
sive visual analysis and compare the results obtained after debiasing.
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Figure 4: Processing pipeline of the dataset.

This involves plotting the ROC curves for each subgroup before and
after applying debiasing techniques. By comparing these curves,
we validate the improvements made in fairness and ensure that the
model’s performance has not degraded consistently. This step is
crucial for demonstrating that our debiasing efforts have led to a
more equitable model while maintaining its predictive accuracy
and reliability.

By following the proposed Framework for Equity, it is possible
to systematically visually identify, address, and validate biases in
predictive models, promoting fairness and inclusivity in decision-
making processes.

4 EXPERIMENTAL SETTINGS

This section details the experimental settings encompassing the
dataset, predictor models, and debiaser involved in our study.

Dataset. The dataset used in this study is an aggregated collection
of academic records sourced from Scopus, the MIUR website, and
manually integrated with Google Scholar. This dataset provides a
comprehensive view of academic productivity and career progres-
sion from 2015 to 2022. It includes temporal data on publication
citations, academic roles, and gender for each scholar.

Figure 4 shows the preprocessing pipeline we applied to the dataset
for our use case.

In this study, the focus is only on Areas 1 and 9 of the Italian min-
ister of education (“Ministero dell’Istruzione e del Merito - MIUR")
[12] scientific areas classification, which broadly refers to Science,
technology, engineering, and mathematics. From this further fil-
tering, a dataset D’/ was obtained. Finally, to binarize the labels,
we split them into two different datasets on the promotions from
Researcher to Associate Professor and from Associate to Full Pro-
fessor, respectively. For simplicity, from now on, we refer to DR
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Figure 5: Number of researchers, associate professors, and
full professors in the years 2015 and 2022.

as the dataset that contains the progression from Researcher to
Associate professor. We refer to DA as the dataset that contains the
progression from Associate to Full Professor.

To avoid contamination from other academic systems, we exclu-
sively consider scholars who joined the Italian academia no later
than 2015 and remained consistently within it through 2022. For this
reason, the number of Researchers is bound to decrease, while the
number of Associate and Full Professors will increase on a yearly
basis. In particular, Figure 5 shows the cardinality of Researchers,
Associate Professors, and Full Professors in our dataset for 2015
and 2022.

Specifically, there were 628 researchers, 3222 Associate Professors
and 2737 Full Professors in 2022. In the year 2015, the presence
of researchers was higher than in 2022 since many progressed
to associate professors and fewer to full professors. This year, in
fact, the number of researchers was 2428, the number of associate
professors was 2758, and the number of full professors was 1401.
However, the number of associate professors is still higher than
that of full professors due also to the greater difficulty of career
progression.

Figure 6 illustrates the career progression of researchers and pro-
fessors from 2015 to 2022. The orange section represents the 1664
researchers who advanced to associate professors by 2022, and the
light green section represents the 137 researchers who progressed
to full professors in the same year. Additionally, the dark orange
section shows the associate professors who remained in their po-
sitions from 2015 to 2022. The green section highlights the 1201
associate professors from 2015 who advanced to full professors by
2022, joining the 1399 full professors already present, as indicated
by the dark green section.

Researchers who have progressed in their careers from 2015 to 2022
amount to 1664, while those who have not progressed are 627.
The bar chart in Figure 7 shows the gender distribution of males
and females across the three roles of researcher, associate professor,
and full professor.

As expected, the number of males is much higher across all roles,
making up roughly 70% of scholars in our dataset.

Employed predictor models. In the first step of our framework -the
Selection of the Best Predictor - we consider five different classifier
models as follows:
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Figure 7: Bar chart on male and female gender distribution
in the three roles of researcher, associate professor and full
professor.

Multilayer Perceptron (MLP): a neural network with multiple
layers used for classification. We used two network archi-
tectures, both of which had ReLU activation functions. The
first one (MLP) uses 120, 100, 50, and 25 neurons in the four
hidden layers. The second one (MLP2) uses 50, 25, and 12
neurons in the three hidden layers. Both the architectures
were trained for 1000 epochs with the Adam optimizer.

Support Vector Machine (SVM): a classification algorithm that
finds the best hyperplane to separate data into different
classes.

eXtreme Gradient Boosting (XGBoost): a tree-based classifica-
tion algorithm that aims to predict classes accurately.



Towards a Novel Visual Evaluation of Algorithmic Bias

Logistic Classifier: asimple yet effective algorithm for estimating
the probability that a given input belongs to one of two
classes.

Linear Classifier: an algorithm that uses a straight line, or a hy-
perplane in multidimensional spaces, to separate data into
different classes.

All the results were computed using a K-fold cross-validation (k
equal to 10), which is a standard method for estimating the perfor-
mance of a machine learning algorithm on a dataset.

Once we have applied the different models to our analysis, we
select the model with the highest AUC, so that we can then use
it to visualize the ROC curves. Through the representation of the
ROC curves, we aim to visualize the gender biases present, relating
to the promotion from researcher to associate professor and from
associate to full professor, as described in the visualization phase
of our process.

Debiasing. In the debiasing phase of our process, we employ DEMV
[14], a Debiaser for Multiple Variables, a method that mitigates
unbalanced groups bias (i.e., bias caused by an unequal distribu-
tion of instances in the population), thus operating at the dataset
level rather than on the models themselves. Since DEMV is model-
agnostic, it works seamlessly with any of the classification models
we used without needing to interfere with them individually. This
allows for consistent application of bias mitigation across differ-
ent models, ensuring that the debiasing process does not require
model-specific adjustments or configurations.

The debiased dataset obtained after applying DEMV was then used
to validate the best model, always chosen from those defined in
section 4 with the highest AUC. The results obtained from the
debiased dataset were then displayed and compared with the results
relating to the original dataset.

5 RESULTS ANALYSIS

In this section we illustrate the results we obtained across all our
experiments. Specifically, we first show the ROC curves obtained by
applying the classification models on the dataset directly (refer to
Figure 3). Then, we show the ROC curves obtained on the debiased
datasets, and comment upon the differences.

The ROC curve line shows the trade-off between the true positive
rate (sensitivity) and the false positive rate (specificity) across dif-
ferent threshold settings. A curve that bows toward the top-left
corner indicates good performance while a straight diagonal line
indicates a model with no discriminative power (i.e., equivalent to
random guessing).

Analysis of ROC Curves of Original Biased Datasets. Figure 8a shows
that SVM is the model with the highest AUC (AUC=0.81) and it
was used to compare predictions with data for men and women.
Specifically, the red curve is for the model trained on the researchers’
original dataset, without gender distinction. The pink and blue
curves, on the other hand, represent the specialized model for males
and females.

It is possible to see from figure 8c that the model performs well in
all case studies, with better performance on the male gender, which
indicates the unfairness embedded in the classifier. Notably, this
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result was not captured by the measured Disparate Impact (DI) of
1.00738, which indicates - on the opposite - a fair classifier.

The same analysis was performed for the dataset of Associate Pro-
fessors (figure 8b) and, also in this case, the best model was found
to be SVM (AUC=0.72).

Figure 8d shows a slightly better performance for female associate
professors, but it is possible to notice that the AUC values are almost
similar. This result is in line - even if it is not perfectly aligned -
with the measured DI of 0.8116.

Analysis of the ROC Curves for the Debiased Datasets. Using the
researchers’ debiased dataset, it is possible to notice in figure 9a that
the model with the best performance was XGBoost (AUC=0.84).
The comparison for the gender bias was now performed using the
model XGBoost and the results obtained are shown in figure 9c.
For male researchers it is possible to note an excellent correspon-
dence with respect to the ROC curve obtained without gender
distinction, while the performance on the female gender is slightly
lower but still has a good AUC value. Notably, also this result
was not captured by the measured Disparate Impact (DI) of 1.0014,
which indicates an almost perfect fair dataset.

The same analysis, performed on the debiased dataset related to
associate professor, shows that the best model now is again the SVM
(AUC=0.72); in figure 9b can be also seen that Logistic Classifier
has the same AUC and XGBoost has more or less the same result.
For the comparison we decide to use the SVM model and the results
are shown in figure 9d.

The model relating to associate professors shows slightly better
performance for the female gender, with an AUC equal to 0.75. This
result is in line with the measured DI of 0.9047.

Comparison and Analysis of ROC Curves. The results from the
two analyses indicate that the analysis conducted on the debiased
dataset achieves equal or higher Area Under the Curve (AUC) val-
ues. This suggests a notable improvement in fairness, particularly
evident in the researchers’ data.

6 CONCLUSION AND FUTURE WORKS

In this paper, we presented a novel method for using ROC (Receiver
Operating Characteristic) curves to enhance the understanding
of biases in classifier algorithms. We applied this approach to the
Italian academic system, known for its gender disparities, to analyze
transitions between academic ranks and evaluate the effectiveness
of debiasing techniques.

Our analysis highlights the innovative use of ROC curves to de-
tect biases in machine learning models. By examining these curves
across different subgroups, we identified significant disparities in
model performance that were not always evident through tradi-
tional metrics like Disparate Impact. The case study on the Italian
academic system illustrated how gender biases could be uncovered
and mitigated, showing improvements in fairness after applying
debiasing techniques. This approach underscores the value of com-
bining multiple evaluation methods to achieve a more nuanced and
equitable assessment of classifier performance.

Future works include assessing the methodology on diverse datasets
to test its robustness and comparing it to other bias metrics to
highlight its strengths and pitfalls.
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(a) ROC curves of the different models for the biased DR. (b) ROC curves of the different models for the biased DA.
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(c) Gender-specific ROC curves of the SVM on the biased DR. (d) Gender-specific ROC curves of the SVM on the biased DA.

Figure 8: Comparison (best predictor and gender-oriented ) of the original datasets without applying any debiasing technique.
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