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ABSTRACT
Large Language Models (LLMs) have found widespread success in
many Natural Language Processing (NLP) tasks. In particular, in
unsupervised document retrieval and Retrieval Augmented Gen-
erators (RAGs), LLMs are typically employed by pooling their em-
beddings, resulting in a Relevance Score function defined as the
dot product between the mean vectors of a query and a document.
However, collapsing the term embeddings into a single sentence
embedding may lead to a loss of valuable information, potentially
reducing ranking effectiveness. This research proposes DbU-Cloud,
a novel density-based method to address these challenges in unsu-
pervised document ranking by eliminating pooling layers from the
computation of the Relevance Score for each document, and instead
considering a density-based metric derived from outlier detection.
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1 INTRODUCTION
Large LanguageModels (LLMs), withOpenAI’s GPT [8] andGoogle’s
BERT [3] being the most widely recognized, have revolutionized the
field of Natural Language Processing (NLP)[12]. Their success has
prompted their integration into nearly every downstream task, both
supervised and unsupervised, encompassing fields like Information
Retrieval (IR) [1] and Semantic Search [2]. Specifically, an emerging
field of research is the one concerning Retrieval Augmented Gener-
ation (RAG), which involves integrating a generator model with an
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Document Ranking module. Employing LLMs for Document Rank-
ing involves the pooling of term embeddings into a single sentence
embedding, which can represent either a document or a query. With
this approach, the scoring function is determined by measuring
the similarity between the mean dense embeddings of the query
and a document, commonly using metrics like cosine similarity or
the inner dot product. However, collapsing the term embeddings
by pooling them into a single sentence embedding might result in
undesirable ranking results and degraded effectiveness.

To address these issues, we propose DbU-Cloud, a novel Unsu-
pervised method for Document Ranking with LLMs. This method
does not employ a pooling layer for the embeddings, opting instead
to compute a density-based Query-Document Relevance Score on
the respective sets of embeddings. DbU-Cloud rewards not only
the proximity of the two sets but their relative density as well.
Moreover, as an Unsupervised method, it does not require further
fine-tuning of the employed LLMs.

2 RELATEDWORK
The rapid development of Large Language Models caused a para-
digm shift in Document Retrieval. Sentence-BERT[9] is the founda-
tion of current state-of-the-art dense retrievers that improve upon
BERT’s ranking by adding a Pooling Layer (to obtain a sentence
embedding from term embeddings) and then fine-tuning the LLM
on the semantic similarity task.

Fine-tuned LLMs are able to obtain state-of-the-art results on
specific downstream tasks with general-purpose datasets. Khat-
tab and Zaharia [5], in their research work for ColBERT, share
an idea that is close to our motivation: instead of collapsing the
tokens’ embeddings into one sentence tensor, we can obtain a more
fine-grained (Query, document) relevance score by considering all
embeddings individually. However, ColBERT needs to be re-trained,
while DbU-Cloud is an unsupervised method of ranking.

There is increasing effort in recent research on enhancing Retrieval-
Augmented Generation (RAG) frameworks for Large Language
Models (LLMs) [4, 6]. These innovative models integrate a retrieval
stage, which is critical for supplementing the model’s response
capabilities. While the majority of existing studies focus on opti-
mizing post-retrieval or pre-retrieval techniques (such as Query
Rewriting [7]), our approach distinguishes itself by refining both
Query and Document representations in a model-agnostic way.

Regardless of the model’s underlying architecture, the general
wide-spread practice to score documents is to aggregate the dense
embeddings of each sentence and query into a single vector and
then compute their distance. There are multiple drawbacks to this
practice. Tu et al. [11] showed that the representation quality of
single fixed-width tensors decreases as text length increases. Lastly,
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ALL-MPNET DistilRoBERTa DPR
MaP R@10 MRR DCG@10 MaP R@10 MRR DCG@10 MaP R@10 MRR DCG@10

XoE 0.160 0.082 0.551 1.400 0.145 0.090 0.549 1.519 0.090 0.071 0.418 1.037
MoE 0.175 0.087 0.550 1.405 0.180 0.100 0.600 1.610 0.110 0.096 0.448 1.115
DbU-Cloud 0.215 0.094 0.622 1.727 0.198 0.109 0.601 1.754 0.145 0.125 0.517 1.343

Table 1: Analysis of the LLM’s impact on the𝑀𝑎𝑃 , 𝑅@10,𝑀𝑅𝑅, and 𝐷𝐶𝐺@10 of the LLM-based baselines (MoE, XoE, DbU-Cloud).
The values are computed by the mean across all corpora.

the specific fine-tuning that LLMs undergo does not allow them to
easily transfer knowledge to other contexts, as shown by Thakur
et al. [10]. The paper shows that zero-shot domain adaptation for
these networks is very low.

3 METHODOLOGY
In this section, we explain the planned Methodology and Exper-
imental Settings. Figure 1 depicts the planned workflow for the
experimental analysis.
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Figure 1: Experimental workflow planned for the experimen-
tal analysis. A pair of query/document is shown for clarity.

Query and documents are first transformed into sets of term em-
beddings (𝐶𝑄 and𝐶𝐷 , respectively) via an LLM of choice (in Figure
1, BERT is used as an example). Then, we either apply the proposed
method, or we apply mean pooling (MoE) or max pooling (XoE).
The ranked lists produced by these methods are then evaluated
with the most popular and widely recognized measures to evaluate
their quality, such as Precision, mAP, MRR, and DCG.

3.1 DbU-Cloud
We define local density as in Equation 1:

local-density(ei, ej, C𝐷 , 𝑘) = min
(
sim(ei, ej), akin(ej, C𝐷 , 𝑘)

)
(1)

Where 𝑎𝑘𝑖𝑛(𝑒 𝑗 , C𝐷 , 𝑘) is the similarity between 𝑒 𝑗 and k-th most
similar embedding in C𝐷 . Moreover, we define the akin neighbor-
hood A(ei, C𝐷 , 𝑘) as the set of k embeddings closest to 𝑒 𝑗 :

A(ei, C𝐷 , 𝑘) = {ej ∈ C𝐷 \ {ei} | 𝑠𝑖𝑚(ei, ej) ≥ 𝑎𝑘𝑖𝑛(ei, C𝐷 , 𝑘)} (2)

Then, the DbU-Cloud scoring method that we use is shown in
Equation 3:

𝐷𝑏𝑈 (C𝑄 , C𝐷 , 𝑘) =
∑︁

eq∈C𝑄

∑︁
ed∈A(eq,C𝐷 ,𝑘 )

local-density(eq, ed, C𝐷 , 𝑘)
|C𝑄 | · |A(eq, C𝐷 , 𝑘) |

(3)

DbU serves as a direct scoring function, meaning that its score
can directly be used to compute the relevance score for a document
𝐷 with respect to a query 𝑄 .

3.2 LLMs and Datasets
To evaluate the robustness of DbU-Cloud in different linguistic con-
ditions, we purposefully chose corpora that differ in size, content,
and language usage, varying from everyday language to special-
ized medical terminology. Namely, the chosen datasets were CISI,
LISA1, MS_MARCO2 and NFCORPUS3. We also selected, from the
literature, several LLMs with different underlying architectures and
training methods, namely All-MPNET, DistilRoBERTa and DPR4.

4 EARLY RESULTS
Table 1 shows early results for DbU-cloud, meaned across all cor-
pora. The results of our analysis reveal that DbU-Cloud outperforms
traditional pooling embeddings across all models evaluated and
across all metrics. Specifically,the effectiveness of DbU-Cloud is
particularly notable in improving the quality of the first retrieved
results, as indicated by higher DCG scores, and also in enhancing
the relevance of results deeper down the list, as shown by improved
MaP scores. The effectiveness of DbU-Cloud suggests that its ap-
proach to handling embeddings is more adept at capturing and
utilizing relevant information for retrieval tasks. These findings
underscore the robustness and efficiency of DbU-Cloud, making it
a preferable choice for improving the accuracy and reliability of
Document retrieval systems.

5 FUTUREWORK
Future work for DbU-Cloud includes extending the analysis to other
baselines (specifically the non-LLM based baseline of BM25), other
models, and other corpora. We also aim to formalize the mathe-
matical framework in which DbU-Cloud operates to strengthen
its theoretical foundations. Lastly, we would like to explore some
empirical examples on specific queries to understand its strengths
and pitfalls.
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